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Abstract

Introduction

Broad comprehension of complicated physical processes is increasingly often
developed and supported by means of sophisticated mathematical models
implemented within computer codes. It is, however, well known that be-
fore relying upon the explanatory and predictive abilities of any computer
simulation, a variety of validatory checks need to be carried out.

In the context of computer experimentation, the practical complications
casting most serious doubts on how adequately and realistically a computer
model reproduces reality usually arise from: vague or controversial believes
about the value of some of the code’s parameters; availability of limited
and/or inaccurate driving data; restrictions due to the CPU cost required
for actually running the program; incomplete or imperfect knowledge of
the real-world phenomenon of interest. In order to identify and attenuate
the main sources of uncertainty hampering a program’s performance several
statistical methods have already been proposed in the classical literature
(see Saltelli et al., 2000a, for an exhaustive reference).

The Bayesian perspective

Over the past decade interesting results were obtained from addressing
problems related to computer model uncertainty in a Bayesian fashion. In
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particular, a convenient and flexible strategy consists in assigning a semi-
parametric Gaussian process prior to the program’s response; details of the
technique can be found e.g. in Oakley and O’Hagan (2002). Preliminary
emulation of a code by such means has already been fruitfully exercised
on simulators of nuclear radiation releases (Kennedy and O’Hagan, 2001)
and on models for vehicle crash and spot welding (Bayarri et al., 2002). Be-
sides relevant specific findings, results from these case-studies emphasise how
widely applicable and enlightening the principle of Gaussian process-based
emulation can be.

CTCD

The Centre for Terrestrial Carbon Dynamics (CTCD) is a consortium of
British academic and governmental institutions, established for the purpose
of progressing the scientific understanding of the role played by terrestrial
ecosystems in the carbon cycle, with stress on forest ecosystems. CTCD is
funded by the Natural Environment Research Council for 5 years as one of
its national centres of excellence in earth observation. The ultimate goals
of the project are: to gauge carbon fluxes and their uncertainties at differ-
ent space/time resolutions; to devise methodological, data and instrument
advances for reducing these uncertainties; to deliver relevant findings in ac-
cessible formats to the scientific community and to policy makers. These
tasks are pursued with the support of a variety of environmental models
designed for simulating carbon patterns over different geographical and cli-
matic scenarios. Unfortunately, such models suffer from coarse reproduction
of some underlying physical processes and loose connections to driving data.

Within the Centre, Bayesian methods are being employed for the assess-
ment of the relevant model (and data) developments required for reducing
the uncertainty around them. In this setting, statistical challenges presently
requiring special care appear to be:

prediction: estimation of (possibly functionals of) model outputs at input
configurations other than the available ones;

uncertainty analysis: exploration of the output distribution induced by
assigning some probability distribution to uncertain inputs;

screening: identification of which of the code inputs are significantly active,
i.e. most influential on the outputs;

sensitivity analysis: examination of how model outputs react to changes
in appropriate inputs;



code verification: detection of bugs in the actual implementation of the
program.

We will present three case studies of the Bayesian approach addressing
these challenges in the context of a local (SPA: Williams et al., 1996), a
regional (ACM, a simpler upscaled version of SPA: Williams et al., 1997)
and a global (SDGVMd: Lomas et al., 2002) vegetation model.

Case Study 1 - A variety of extensions and improvements to SDGVMd
were undertaken in the first year of CTCD’s operation. Simple sensi-
tivity analysis exercises served to identify problems with the evolving
code. Yearly averages were computed over 100 years for the princi-
pal model output (Net Ecosystem Productivity, or NEP). Sensitivity
was explored by examining a few inputs at a time. In each analysis,
uniform probability distributions were assigned to 5 relevant soil and
plant inputs, while the remainder were fixed at suggested default val-
ues. Plots of main effects (Saltelli et al., 2000b) proved a cheap and
effective confirmatory tool by uncovering faults in one of the coded
algorithms and recognising which of the considered inputs NEP is sig-
nificantly sensitive to.

Case Study 2 - Motivated by an earlier investigation (Williams et al.,
2001), a variety of analyses have been performed on ACM and SPA.
The simplest of these consisted just in replicating the uncertainty anal-
ysis in Williams et al. (2001) using Gaussian process emulation. As
with other reported applications of the Bayesian approach, we were
able to accurately replicate the findings of the earlier Monte Carlo
analysis using a small fraction of the code evaluations in the MC sam-
ple. The finding that Leaf Area Index was the most active input, was
augmented and interpreted by plotting main effects.

A more complex analysis arises from the recognition that ACM is a
kind of emulator of SPA, designed to operate on a larger geographical
scale and when values for some of SPA’s inputs may not be available.
We expect to meet extrapolation problems as well, when applying the
more global scale SDGVMd outside the relatively data-rich region of
Northern Europe. It was therefore a useful exercise to employ Gaus-
sian process emulation to provide an alternative simplification of SPA,
in the context for which ACM was designed. Our emulator, based on
only 150 runs of SPA, outperforms ACM (which had been built using
6561 SPA runs).



Case Study 3 - A major deliverable of CTCD will be an estimate of the
UK carbon budget, in April 2004, using SDGVMd. A preliminary
version of this estimate is to be given at a “UK Carbon meeting”
scheduled in Sheffield on January 2004. We will quantify uncertainty
on the UK carbon budget using Bayesian methods, recognising uncer-
tainty in major model parameters defining vegetation and soil proper-
ties. In this talk, we will describe the methodology used to derive this
uncertainty /sensitivity analysis by aggregation of pixels covering the
whole UK.

In conclusion, the proposed Bayesian approach to computer experimen-
tation has already supplied useful insights to CTCD modellers and is ex-
pected to yield profitable responses when applied to more demanding test
beds. Uncertainty and sensitivity analyses will be integral parts of all major
CTCD deliverables.
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